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ABSTRACT

Fuzzy rough sets are considered as an effective tool to deal with uncertainty in data analysis, and fuzzy similarity relations are used in fuzzy rough sets to calculate similarity between objects. On the other hand in kernel tricks, a kernel maps data into a higher dimensional feature space where the resulting structure of the learning task is linearly separable, while the kernel is the inner product of this feature space and can also be viewed as a similarity function. It has been reported there is an overlap between family of kernels and collection of fuzzy similarity relations. This fact motivates the idea in this paper to use some kernels as fuzzy similarity relations and develop kernel based fuzzy rough sets. First, we consider Gaussian kernel and propose Gaussian kernel based fuzzy rough sets. Second we introduce parameterized attribute reduction with the derived model of fuzzy rough sets. Structures of attribute reduction are investigated and an algorithm with discernibility matrix to find all reducts is developed. Finally, a heuristic algorithm is designed to compute reducts with Gaussian kernel fuzzy rough sets. Several experiments are provided to demonstrate the effectiveness of the idea.
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1. Introduction

As a general pursuit in the domain of machine learning, kernel trick allows mapping data from input space into a higher dimensional feature space through kernel functions in order to simplify learning tasks and make them linear (viz. solvable by linear classifiers [37]). In this way, a number of linear learning algorithms can be extended to deal with nonlinear tasks, such as nonlinear SVMs [42], kernel perceptron [5], kernel discriminant analysis [37], nonlinear component analysis [37], kernel matching pursuit [43], etc. Most of them employ feature selection as a preprocessing step. According to [34], feature selection aims at picking out some of the original input features (i) for performance improvement by facilitating data collection and reducing storage space and classification time, (ii) to perform semantics analysis in helping understand the problem, and (iii) to improve prediction accuracy by avoiding “curse of dimensionality”.

According to [2,12,13,24], feature selection approaches can be divided into filters [8,9,14,15,28], wrappers [24,44] and embedded approaches [1,4,51]. Acquiring no feedback from classifiers, the filter methods estimate the classification performance by some indirect assessments, such as distance measures which reflect how well the classes separate from each other. The wrapper methods, on the other hand, take the classification performance of a learning machine as a measure of goodness of a subset of features. Wrapper methods usually provide more accurate solutions than filter methods [26,27,44], but are more computationally expensive. Finally, embedded approaches simultaneously perform feature selection and classification modeling in the training process.
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Fuzzy rough sets are extended from Pawlak’s rough sets [35] for dealing with decision tables with real-valued attributes rather than symbolic ones. In the existing framework of fuzzy rough sets a fuzzy similarity relation is employed to measure similarity between two objects. There are two topics related with fuzzy rough sets: developing different models of fuzzy rough sets and performing attribute reduction with fuzzy rough sets. Since the pioneering work in [6], many efforts [29–31,36,45,46] have been put on the first topic. Detailed summarizations on models of fuzzy rough sets can be found in [48]. On the other hand, attribute reduction with fuzzy rough sets was first proposed in [20], where fuzzy dependency function was employed to measure goodness of attributes by fuzzy rough sets proposed in [6] and an algorithm to compute a reduct was developed. Some researches on attribute reduction with fuzzy rough sets were mainly contributed to improve the method in [20], and some key concepts in the traditional rough sets, such as core of reducts, were also generalized to fuzzy rough sets [3,16,18–23,41,49,50].

As the role of fuzzy similarity relation in the framework of fuzzy rough sets, kernels also play the role as similarity measures in the framework of kernel tricks. It was pointed out in [32] that there is a closed relationship between kernels and fuzzy similarity relations, i.e., kernels mapping to the unit interval with 1 in their diagonal are a class of fuzzy similarity relations. This fact naturally motivates the idea in this paper to consider such kind of kernels as fuzzy similarity relations to develop kernel based fuzzy rough sets, and attribute reduction with kernel based fuzzy rough sets can be proposed as preprocessing step for kernel tricks.

In this paper we select the well-known Gaussian kernels as fuzzy similarity relations in the framework of fuzzy rough sets. We first develop Gaussian kernels based fuzzy rough sets and discuss their granular structures. Second we define parameterized attribute reduction with Gaussian kernel based fuzzy rough sets and develop an algorithm with discriminability matrix to compute all the reducts. Here we employ positive region in fuzzy rough sets to measure goodness of subsets of attributes and attributes are distinguished according to their importance related to the decision. Heuristic algorithm to find reducts is also proposed. At last, we employ the reduction algorithm for Gaussian kernel SVM as a preprocessing step in classification learning.

However, it is notable that every kernel mapping to the unit interval with 1 in its diagonal can also be considered as a fuzzy similarity function in fuzzy rough sets, and different kernels may have different techniques to perform attribute reduction. We discuss Gaussian kernels in this paper since they are widely used in the field of machine learning. The proposed idea can be employed as a preprocessing step of kernel trick related to Gaussian kernels.

The rest of this paper is organized as follows: Section 2 introduces kernel trick and fuzzy rough sets. Section 3 develops attribute reduction with Gaussian kernel based fuzzy rough sets; the structure of selected attribute set is characterized by parameterized attribute reduction with Gaussian kernel based fuzzy rough sets and develop an algorithm with discernibility matrix to compute all the reducts. Here we employ positive region in fuzzy rough sets to measure goodness of subsets of attributes and attributes are distinguished according to their importance related to the decision. Heuristic algorithm to find reducts is also proposed. At last, we employ the reduction algorithm for Gaussian kernel SVM as a preprocessing step in classification learning.

2. Reviews on kernels and fuzzy rough sets

2.1. Positive definite kernels

Supposed \( X \subset \mathbb{R}^n \), \( H \) is a Hilbert space. \( k(x,x') \) is a continuous and symmetric function on \( X \times X \), if there exists a function \( \Phi : X \rightarrow H \) satisfying that \( k(x,x') = \langle \Phi(x), \Phi(x') \rangle \), then \( k(x,x') \) is called a positive definite kernel [37]. With a positive definite kernel \( k(x,x') \), input vectors are mapped into a Hilbert space \( H \), called feature space. According to [37], kernel trick means that given an algorithm which is formulated in terms of a positive definite kernel \( k(x,x') \), one can construct an alternative algorithm by replacing \( k(x,x') \) with another positive definite kernel \( k(x,x') \). In view of definition of positive definite kernel, the justification for this procedure is that the original algorithm can be thought of as a dot product based algorithm operating on the data \( \Phi(x_1), \ldots, \Phi(x_m) \). The algorithm obtained by replacing \( k(x,x') \) with \( k(x,x') \) is then exactly the same dot product based algorithm. The only difference comes from that they operate on \( \Phi(x_1), \ldots, \Phi(x_m) \).

Generally speaking, there are mainly two kinds of kernels: translation invariant kernels and dot product kernels. The translation invariant kernels are independent of the absolute position of input \( x \) and \( x' \). They only depend on the difference between \( x \) and \( x' \). So we have \( k(x,x') = k(x-x') \). Gaussian kernel \( k(x,x') = \exp \left( -\frac{|x-x'|^2}{2\sigma^2} \right) \) is a well known translation invariant kernel. Some other translation invariant kernels include \( B_n \)-splines kernels, Dirichlet kernels and Periodic kernels. The second important family of kernels can be efficiently described in term of dot product, i.e., \( k(x,x') = k(\langle x,x' \rangle) \), including homogeneous polynomial kernels \( k(x,x') = \langle x,x' \rangle^p \) and inhomogeneous polynomial kernels \( k(x,x') = (\langle x,x' \rangle + c)^p \) with \( c \geq 0 \).

2.2. Fuzzy rough sets

In this subsection we first review fuzzy logic operators found in [29,31,36,48], then give a brief introduction of fuzzy rough sets.

Triangular norms (\( t \)-norms for short) have been originally studied within the framework of probabilistic metric spaces [38,39]. In this context, \( t \)-norms proved to be an appropriate concept when dealing with triangle inequalities. Latter on, \( t \)-norms and their dual version \( t \)-conorms have been used to model conjunction and disjunction for many-valued logic [7,11,25].

A \( t \)-norm is an increasing, associative and commutative mapping \( T : [0,1] \times [0,1] \rightarrow [0,1] \) that satisfies the boundary condition \( (\forall x \in [0,1], T(x,1) = x) \).
A triangular conorm (shortly t-conorm) is an increasing, associative and commutative mapping $S : [0,1] \times [0,1] \rightarrow [0,1]$ that satisfies the boundary condition $\forall x \in [0,1], S(x, 0) = x$.

Given a t-norm $T$, the binary operation $\phi_T(x, y) = \sup \{\theta \in [0,1] : T(x, \theta) \leq y\}$ is called a $T$-implicator based on $T$. If $T$ is lower semi-continuous, then $\phi_T$ is called a residuation implication of $T$, or a $T$-residuated implication. In [29] $\sigma$ is defined by $\sigma(a, b) = \inf \{c \in [0,1] : S(a, c) \geq b\}$ as the residuated implication of a t-conorm $S$.

An information system is a pair $A = (\mathcal{U}, \mathcal{C})$, where $\mathcal{U} = \{x_1, \ldots, x_n\}$ is a nonempty universe of discourse and $\mathcal{C} = \{a_1, a_2, \ldots, a_m\}$ is a nonempty finite set of attributes. Several generalizations of the traditional rough sets were considered. Among these generalizations, the combination of rough sets and fuzzy sets develops a powerful tool, called fuzzy rough sets, to deal with limits the applications of rough sets. Several generalizations of the traditional rough sets were considered. Among these generalizations, the combination of rough sets and fuzzy sets develops a powerful tool, called fuzzy rough sets, to deal with real-valued datasets.

The definition of fuzzy rough sets was first proposed in [6]. Since then many efforts have been devoted to developing and characterizing models of fuzzy rough sets. Detailed summaries on this topic can be found in [41,45–48]. We here just offer the basic definitions of fuzzy rough sets.

Suppose $\mathcal{U}$ is a nonempty universe of discourses. As a similarity measure between two objects, a fuzzy $T$–similarity relation $R$ is a fuzzy set on $\mathcal{U} \times \mathcal{U}$ which is reflexive, symmetric and $T$–transitive, namely $R(x, z) \geq T(R(x, y), R(y, z))$ holds. For $A \in \mathcal{F}(\mathcal{U})$, the lower and upper approximations of $A$ are defined as follows:

1. $T$– upper approximation operator: $\mathcal{R}_T A(x) = \sup_{u \in \mathcal{U}} T(R(x, u), A(u))$;
2. $S$– lower approximation operator: $\mathcal{R}_S A(x) = \inf_{u \in \mathcal{U}} S(N(R(x, u)), A(u))$;
3. $\sigma$– upper approximation operator: $\mathcal{R}_\sigma A(x) = \sup_{u \in \mathcal{U}} \sigma(N(R(x, u)), A(u))$;
4. $\vartheta$– lower approximation operator: $\mathcal{R}_\vartheta A(x) = \inf_{u \in \mathcal{U}} \vartheta(R(x, u), A(u))$.

### 3. Approximations and attribute reduction with Gaussian kernels

Gaussian kernels are widely used in kernel tricks. In this section we consider Gaussian kernels as fuzzy $T$–similarity relations to develop Gaussian kernel based fuzzy rough sets and consider attribute reduction with Gaussian kernels.

#### 3.1. Gaussian kernel based fuzzy rough sets

Suppose $\mathcal{U} = \{x_1, x_2, \ldots, x_n\}$ is a finite universe of discourses, and every element $x_i \in \mathcal{U}$ is described by a vector $(x_{i1}, x_{i2}, \ldots, x_{in}) \in \mathcal{R}^n$. Thus $\mathcal{U}$ is viewed as a subset of $\mathcal{R}^n$. Since Gaussian kernel $k(x_i, x_j) = \exp \left( -\frac{||x_i - x_j||^2}{\sigma^2} \right)$ takes values in $[0,1]$, it can be considered as a fuzzy relation. We denote this fuzzy relation by $R_\sigma^G$, i.e., $R_\sigma^G(x_i, x_j) = \exp \left( -\frac{||x_i - x_j||^2}{\sigma^2} \right)$. Obviously $R_\sigma^G$ is reflexive and symmetric. In [32] it is pointed out that $R_\sigma^G$ is $T_{\cos}$–transitive, where $T_{\cos}(a, b) = \max \{ab - \sqrt{1 - a^2 \sqrt{1 - b^2}}, 0\}$ is a triangular norm. Thus $R_\sigma^G$ is a fuzzy $T_{\cos}$–similarity relation. To obtain lower and upper approximations of fuzzy sets related to $R_\sigma^G$, we first derive the residuated implication of $T_{\cos}$ by the following lemma.

**Lemma 3.1.1** ([19,32]).

$\vartheta_{T_{\cos}}(a, b) = \begin{cases} 1, & a \leq b \\ \frac{ab + \sqrt{(1-a^2)(1-b^2)}}{1-a^2}, & a > b \end{cases}$

**Proof.** We have $\vartheta_{T_{\cos}}(a, b) = \sup \{\theta \in [0,1] : T_{\cos}(a, \theta) \leq b\}$, so if $a \leq b$, then $\vartheta_{T_{\cos}}(a, b) = 1$. Suppose $a > b$. $\theta$ should satisfy $a\theta - \sqrt{(1-a^2)(1-\theta^2)} \leq b$. It means $a\theta - b \leq \sqrt{(1-a^2)(1-\theta^2)}$.

Let $f_1(\theta) = a\theta - b$ and $f_2(\theta) = \sqrt{(1-a^2)(1-\theta^2)}$. Then $f_1(\theta)$ strictly increases on $[0,1]$, and $f_2(\theta)$ strictly decreases on $[0,1]$. If $\theta = ab + \sqrt{(1-a^2)(1-b^2)}$, then $f_1(\theta) = f_2(\theta)$. So if $\theta \leq ab + \sqrt{(1-a^2)(1-b^2)}$, then $f_1(\theta) \leq f_2(\theta)$; if $\theta > ab + \sqrt{(1-a^2)(1-b^2)}$, then $f_1(\theta) > f_2(\theta)$. This implies that $\sup \{\theta \in [0,1] : T_{\cos}(a, \theta) \leq b\} = ab + \sqrt{(1-a^2)(1-b^2)}$.

It should be noted that result of Lemma 3.1.1 have been mentioned in [32] without proof, here we give a proof of it. \[ \] In the rest of this paper we denote $\vartheta_{T_{\cos}}$ by $\vartheta_{\cos}$ for short. With $T_{\cos}$ and $\vartheta_{\cos}$ Gaussian kernel based fuzzy rough sets can be computed as: $\mathcal{R}_T^G A(x) = \sup_{u \in \mathcal{U}} T_{\cos}(R_\sigma^G(x, u), A(u))$, $\mathcal{R}_S^G A(x) = \inf_{u \in \mathcal{U}} \vartheta_{\cos}(R_\sigma^G(x, u), A(u))$. 


The properties of $R^n_C$ and $R^0_C$ are discussed in [48] within the framework of general fuzzy rough sets. Here we only list the necessary ones for this paper.

**Theorem 3.1.2** [48]. $R^n_C$ and $R^0_C$ satisfy the following properties:

1. $R^n_C(A) \subseteq A \subseteq R^n_C(A)$, $R^0_C(A) = A$ if $R^n_C(A) = A$;
2. $R^n_C$ and $R^0_C$ are monotone;
3. $R^n_C(R^n_C(A)) = R^n_C(A)$, $R^n_C(R^n_C(A)) = R^n_C(A)$, $R^n_C(R^n_C(A)) = R^n_C(A)$;
4. $R^n_C(\cup_{i \in I} A_i) = \cup_{i \in I} R^n_C(A_i)$, $R^n_C(\cap_{i \in I} A_i) = \cap_{i \in I} R^n_C(A_i)$;
5. If $R^n_C(A) \subseteq R^n_C(B)$, then $R^n_C(A) \subseteq R^n_C(A) \subseteq R^n_C(B)$.

By (1) we know $R^n_C(A)$ and $R^0_C(A)$ are a pair of fuzzy sets approximating $A$ as upper and lower bounds, respectively, and by (5) we can get that a smaller fuzzy relation can offer more precise approximations. These properties are the theoretical foundation of attribute reduction described in Section 3.2.

The following theorem shows the granular structure of $R^n_C(A)$ and $R^0_C(A)$.

**Theorem 3.1.3.** $R^n_C(A) = (\cup \{ R^n_C(x_i) : x_i \in A \})$, $R^0_C(A) = (\cup \{ R^n_C(x_i) : R^n_C(x_i) \subseteq A \})$, where $x_i$ is a fuzzy set, called fuzzy point, defined as $x_i(y) = \begin{cases} \frac{1}{\gamma}, & y = x_i \\ 0, & y \neq x \end{cases}$.

**Proof.** Since $A = (\cup \{ x_i : x_i \subseteq A \})$, by (4) of Theorem 3.1.2 $R^n_C(A) = (\cup \{ R^n_C(x_i) : x_i \subseteq A \})$ is obviously true.

Suppose $R^n_C(A) = (\cup \{ R^n_C(x_i) : x_i \subseteq A \})$. For every $x \in U$, suppose $\lambda = R^n_C(A)(x)$, then we have

$$R^n_C(x_i)(y) = T_{\cos}(R(x_i,y), \lambda) = T_{\cos}(R(x,y), \sup \{ R^n_C(z_i) : R^n_C(z_i) \subseteq A \}) = \sup \{ T_{\cos}(R(x,y), \gamma) : R^n_C(z_i) \subseteq A \} = R^n_C(A)(y).$$

Thus $R^n_C(x_i) \subseteq R^n_C(A)$ holds. And for any $\lambda' > \lambda$, clearly $R^n_C(x_i)$ cannot be included by $A$; otherwise $R^n_C(A)(x) = \lambda'$. It is a contradiction. So it implies that $R^n_C(x_i)$ is the maximal one in the collection $\{ R^n_C(x_i) : \eta \in (0,1) \}$ to be included by $A$.

On the other hand, for $u \in U$ we have $R^n_C(x_i) \subseteq (\cup \{ R^n_C(x_i) : R^n_C(x_i) \subseteq A \})$. Clearly $R^n_C(x_i) \subseteq \cup_{\eta \in U} \{ R^n_C(x_i) : R^n_C(x_i) \subseteq A \}$. Since $\cup_{\eta \in U} \{ R^n_C(x_i) : \eta \in (0,1) \} = \cup_{\eta \in U} \{ R^n_C(x_i) : R^n_C(x_i) \subseteq A \}$, it implies $\lambda = R^n_C(x_i)(y) = \inf_{u \in U} \sup \{ R^n_C(x_i)(y) : \eta \in (0,1) \}$. Hence, $R^n_C(x_i)$ is the maximal one in the collection $\{ R^n_C(x_i) : \eta \in (0,1) \}$ included by $A$, it implies $\lambda = R^n_C(x_i)(x) = \inf_{u \in U} \sup \{ \beta : T_{\cos}(R(x,u), \beta) \subseteq A \}$.

According to Theorem 3.1.3, $M^n_C = \{ R^n_C(x_i) : x \in U, \eta \in (0,1) \}$ can be employed as the basic granular set to construct $R^n_C$ and $R^0_C$. This statement plays a key role in the section 3.2 when we characterize the structure of reducts.

### 3.2. Parameterized attribute reduction related to Gaussian kernel based fuzzy rough sets

Suppose $U = \{ x_1, x_2, \ldots, x_m \}$ is a finite universe. Each element $x_i \in U$ is described by a set $C$ of $n$ attributes with numerical values. The attribute value of $x_i$ related to the $j$th attribute is $x_{ij}$. The pair $(U, C)$ is an information system. Suppose $U$ is divided into several disjoint parts $D_1, D_2, \ldots, D_t$ with a decision attribute $D$. Then the triple $(U, C, D)$ is called a decision system.

A subset of $C$ induces a fuzzy $T_{\cos}$-similarity relation with the Gaussian kernel. We denote $R^n_C(x_i, x_k) = \exp \left( -\frac{\| x_i - x_k \|^2}{2\sigma^2} \right)$ as the one computed with the $j$th attribute in $C$, then $C$ can be equivalently written by $C = \{ R^n_C(x_i, x_k) \}$.

Firstly, we should give the aggregation operator of multiple elements in $C$. In the existing fuzzy rough sets [3.16–23,14,50] $t$-norm $Min$ is used as the aggregation operator of several fuzzy relations, and the fuzzy relation after aggregation is just the intersection of these fuzzy relations. However, if we select $Min$ as the aggregation operator of elements in $C = \{ R^n_C(x_k, x_i) \}$, the resulting aggregation does not coincide with $R^n_C$ due to the following property of Gaussian kernels: $R^n_C(x_k, x_i) = \exp \left( -\frac{\| x_i - x_k \|^2}{2\sigma^2} \right) = \Pi_{s=1}^{n} R^{(s)}_C(x_i, x_s)$. Instead of the $t$-norm $Min$, we introduce the algebraic product $T_p(x, y) = x \cdot y$ as the aggregation operator. Clearly, in this case the resulting aggregation of elements in $C = \{ R^{(1)}_C, R^{(2)}_C, \ldots, R^{(n)}_C \}$ is equal to $R^n_C$. In the following we denote the fuzzy relation aggregated by $T_p(x, y) = x \cdot y$ with elements in $P \subseteq C$ by $R^n_C$ and still denote $R^n_C$ by $R^n_C$.

Secondly, we should develop a method to measure goodness of subsets of conditional attributes. For each $D_t, t = 1, 2, \ldots, s$, if $x \notin D_t$, then we have $R^n_C D_t(x) = 0$. If $x \in D_t$, $R^n_C D_t(x) = \inf_{u \in U} v_{cos}(R^n_C(x, u), D_t(u)) = \inf_{u \in U} v_{cos}(R^n_C(x, u), D_t(u))$.
3.3. Discernibility matrix based attribute reduction

Theorem 3.2.2. Suppose \( \mathcal{R}_e \) \( \mathcal{C} \) is a decision system. \( \varepsilon \in [0, 1] \). If \( \mathcal{C} \subseteq \mathcal{C}_0 \), then \( \mathcal{C} \subseteq \mathcal{C}_0 \). Otherwise \( \mathcal{C} = \mathcal{C}_0 \). Hence \( \mathcal{C} \subseteq \mathcal{C}_0 \). On the other hand, if \( \mathcal{C} \subseteq \mathcal{C}_0 \), then \( \mathcal{C} = \mathcal{C}_0 \). Thus \( \mathcal{C} \subseteq \mathcal{C}_0 \). We overcome this problem by considering a threshold \( \varepsilon \) of the positive region, and we can define a parameterized attribute reduct with Gaussian kernel based fuzzy rough sets by limiting the change of positive region within the given threshold \( \varepsilon \). The idea can be formulated as follows.

Definition 3.2.1. Suppose \( (\mathcal{U}, \mathcal{C}, \mathcal{D}) \) is a decision system, \( \varepsilon \in [0, 1] \). For \( \mathcal{C} \subseteq \mathcal{C}_0 \), if \( \mathcal{C} \subseteq \mathcal{C}_0 \) for every \( i = 1, 2, \ldots, m \), then \( \mathcal{C} \subseteq \mathcal{C}_0 \). Otherwise \( \mathcal{C} \subseteq \mathcal{C}_0 \). Hence \( \mathcal{C} \subseteq \mathcal{C}_0 \). On the other hand, if \( \mathcal{C} \subseteq \mathcal{C}_0 \), then \( \mathcal{C} = \mathcal{C}_0 \). Hence \( \mathcal{C} \subseteq \mathcal{C}_0 \). Thus \( \mathcal{C} \subseteq \mathcal{C}_0 \). We overcome this problem by considering a threshold \( \varepsilon \) of the positive region, and we can define a parameterized attribute reduct with Gaussian kernel based fuzzy rough sets by limiting the change of positive region within the given threshold \( \varepsilon \). The idea can be formulated as follows.

Theorem 3.2.1. \( \mathcal{R}_e \mathcal{C} = \cap \mathcal{R}_e \mathcal{C} \), where \( \mathcal{R}_e \mathcal{C} \) is the collection of all the \( \varepsilon \)-reduct of \( \mathcal{C} \) relative to \( D \).

Proof. If \( \mathcal{C} \subseteq \mathcal{C}_0 \), then \( \mathcal{C} \subseteq \mathcal{C}_0 \). Hence \( \mathcal{C} \subseteq \mathcal{C}_0 \). On the other hand, if \( \mathcal{C} \subseteq \mathcal{C}_0 \), then \( \mathcal{C} = \mathcal{C}_0 \). Hence \( \mathcal{C} \subseteq \mathcal{C}_0 \). Thus \( \mathcal{C} \subseteq \mathcal{C}_0 \). We overcome this problem by considering a threshold \( \varepsilon \) of the positive region, and we can define a parameterized attribute reduct with Gaussian kernel based fuzzy rough sets by limiting the change of positive region within the given threshold \( \varepsilon \). The idea can be formulated as follows.

Theorem 3.2.2. \( \mathcal{D} \subseteq \mathcal{P} \). If \( \mathcal{P} \subseteq \mathcal{P} \), then \( \mathcal{P} \subseteq \mathcal{P} \).

Proof. \( \mathcal{P} \subseteq \mathcal{P} \). Conversely, if \( \mathcal{P} \subseteq \mathcal{P} \), then \( \mathcal{P} \subseteq \mathcal{P} \). Hence \( \mathcal{P} \subseteq \mathcal{P} \).

Theorem 3.2.3. \( \mathcal{P} \subseteq \mathcal{P} \). If \( \mathcal{P} \subseteq \mathcal{P} \), then \( \mathcal{P} \subseteq \mathcal{P} \).

Proof. \( \mathcal{P} \subseteq \mathcal{P} \) if \( \mathcal{P} \subseteq \mathcal{P} \). Conversely, if \( \mathcal{P} \subseteq \mathcal{P} \), then \( \mathcal{P} \subseteq \mathcal{P} \).

3.3. Discernibility matrix based attribute reduction

Discernibility matrix is a key concept to investigate attribute reduction in the rough set framework \([40]\). A reasonable definition of discernibility matrix can reveal the structure of attribute reduction, furthermore, it is the theoretical foundation to design algorithms to compute reducts. In this subsection we develop an approach to find the \( \varepsilon \)-reducts based on discernibility matrix.

Definition 3.3.1. Suppose \( (\mathcal{U}, \mathcal{C}, \mathcal{D}) \) is a decision system. By \( M(\mathcal{U}, \mathcal{C}, \mathcal{D}) \) we denote a \( m \times m \) matrix \( (c_{ij})_{m \times m} \), called the discernibility matrix of \( (\mathcal{U}, \mathcal{C}, \mathcal{D}) \), defined as
(1) if \( x_i \) and \( x_j \) belong to different decision classes, \( c_{ij} = \{ \land P : P \subseteq C \} \), here \( \land P \) is the conjunction of elements in \( P \), and \( P \) satisfies \( R_C^p(x_i, x_j) \leq \sqrt{1 - \lambda^2(x_i)} \) and for \( Q \subseteq P \), such that \( R_C^q(x_i, x_j) \leq \sqrt{1 - \lambda^2(x_i)} \), then \( Q = P \).

(2) \( c_{ij} = \phi \), otherwise.

Clearly \( c_j \) is the collection of all the conjunctions of elements in \( P \subseteq C \) thus that \( P \) is a minimal one satisfying \( R_C^p(x_i, x_j) \leq \sqrt{1 - \lambda^2(x_i)} \). It is remarkable that \( M(U, C, D) \) may not be symmetric in this case.

**Theorem 3.3.1.** Suppose \((U, C, D)\) is a decision system, \( P \subseteq C \). We have the following two statements:

1. \( P \) contains a \( \varepsilon \) - reduct of \( C \) if and only if \( P \cap c_{ij} \neq \phi \) for \( c_{ij} \neq \phi \), here \( P \cap c_{ij} \) defined as \( \cup \{ Q \subseteq P : \land Q \subseteq c_{ij} \} \).
2. \( \text{Core}_D(C) = \cup \{ Q_{ij} \subseteq C : Q_{ij} = \cap \{ P : \land P \subseteq c_{ij} \} \}, i, j = 1, 2, \ldots, m \} \).

**Proof.**

(1) If \( P \) contains a \( \varepsilon \) - reduct of \( C \), then for \( x_i \) and \( x_j \) belong to different decision classes, there exists a minimal \( Q \subseteq P \) such that \( R_C^q(x_i, x_j) \leq \sqrt{1 - \lambda^2(x_i)} \), thus \( \land Q \subseteq c_{ij} \) and \( P \cap c_{ij} \neq \phi \).

Conversely, if \( P \cap c_{ij} \neq \phi \) for \( c_{ij} \neq \phi \), then there exists a minimal \( Q \subseteq P \) such that \( R_C^q(x_i, x_j) \leq \sqrt{1 - \lambda^2(x_i)} \), thus \( P \) contains a \( \varepsilon \) - reduct of \( C \).

(2) If \( C \in \text{Core}_D(C) \), then there exist \( x_i \) and \( x_j \) belonging to different decision classes such that \( R_C^q(x_i, x_j) > \sqrt{1 - \lambda^2(x_i)} \). So if \( P \subseteq C \) such that \( R_C^q(x_i, x_j) \leq \sqrt{1 - \lambda^2(x_i)} \), then \( C \in P \) must hold. This implies

\( C \in \cap \{ P : \land P \subseteq c_{ij} \} \) and \( \text{Core}_D(C) \subseteq \cup \{ Q_{ij} \subseteq C : Q_{ij} = \cap \{ P : \land P \subseteq c_{ij} \} \}, i, j = 1, 2, \ldots, m \} \).

Conversely, if \( C \subseteq \cup \{ Q_{ij} \subseteq C : Q_{ij} = \cap \{ P : \land P \subseteq c_{ij} \}, i, j = 1, 2, \ldots, m \} \), then there exist \( x_i \) and \( x_j \) belonging to different decision classes such that \( C \in \cap \{ P : \land P \subseteq c_{ij} \} \), so \( R_C^q(x_i, x_j) > \sqrt{1 - \lambda^2(x_i)} \) holds, which implies \( C \in \text{Core}_D(C) \). Thus we finish the proof. □

(2) of Theorem 3.3.1 proposes a formula to compute the relative core by discernibility matrix, this formula will play a key role when design algorithm to compute one reduct in Section 4.1.

**Corollary 3.3.2.** Suppose \((U, C, D)\) is a decision system, \( P \subseteq C \). \( P \) is a \( \varepsilon \) - reduct of \( C \) if and only if \( P \) is the minimal subset of \( C \) satisfying \( P \cap c_{ij} \neq \phi \) for \( c_{ij} \neq \phi \).

A discernibility function \( f(U, C, D) \) for \((U, C, D)\) is a Boolean function of \( n \) Boolean variables \( \overline{C_1}, \overline{C_2}, \ldots, \overline{C_n} \) corresponding to the attributes \( C_1, C_2, \ldots, C_n \) in \( C \), respectively, and defined as \( f(U, C, D)(\overline{C_1}, \overline{C_2}, \ldots, \overline{C_n}) = \land \{ \lor (c_{ij}) : c_{ij} \neq \phi \}, 1 \leq i, j \leq m \} \), where \( \lor (c_{ij}) \) is the disjunction of all elements in \( c_{ij} \) as \( \land P \). By using of the discernibility function, we have the following theorem to compute all the \( \varepsilon \) - reducts of \( C \).

**Theorem 3.3.3.** Suppose \((U, C, D)\) is a decision system; \( M(U, C, D) = (c_{ij} : i, j \leq n) \) is the discernibility matrix of \((U, C, D)\) and \( f(U, C, D) \) is the discernibility function of \((U, C, D)\). If \( f(U, C, D) = \lor_{k=1}^l (\land \Lambda_k) \) (\( \Lambda_k \subseteq C \)) is computed from \((U, C, D)\) by applying the multiplication and absorption laws as many times as possible such that every element in \( \Lambda_k \) only appears one time, then the set \( \{ \Lambda_k : k \leq l \} \) is the collection of all the \( \varepsilon \) - reducts of \( C \), i.e., \( \text{Red}_D(C) = \{ \Lambda_1; \ldots; \Lambda_l \} \).

**Proof.** For every \( k = 1, \ldots, l \), we have \( \Lambda_k \cap \Lambda_l \neq \phi \). Since \( f(U, C, D) = \lor_{k=1}^l (\land \Lambda_k) \), for every \( \Lambda_k \), if we reduce an element \( C \) in \( \Lambda_k \) (\( \Lambda_k = \Lambda_k - \{ C \} \)), then \( f(U, C, D) \neq \lor_{k=1}^l (\land \Lambda_k) \lor (\land \Lambda_k') \lor (\lor_{r=k+1}^l \Lambda_r) \) and \( f(U, C, D) < \lor_{k=1}^l (\land \Lambda_k) \lor (\land \Lambda_k') \lor (\lor_{r=k+1}^l \Lambda_r) \). If \( \lor_{k=1}^l c_{ij} \neq \phi \), then \( \land \Lambda_k \subseteq \lor_{k=1}^l c_{ij} \), which implies

\[ f(U, C, D) \geq \lor_{r=1}^{k-1} (\land \Lambda_r) \lor (\land \Lambda_k') \lor (\lor_{r=k+1}^l \Lambda_r) \] and
\[ f(U, C, D) = \lor_{r=1}^{k-1} (\land \Lambda_r) \lor (\land \Lambda_k') \lor (\lor_{r=k+1}^l \Lambda_r) \]

it is a contradiction. Hence there exists \( c_{ij} \) such that \( \land \Lambda_k \subseteq \lor_{k=1}^l c_{ij} \), which implies \( \Lambda_k \) is a reduction of \((U, C, D)\).

For every \( X \in \text{Red}_D(C) \), we have \( \land \Lambda_k \subseteq \phi \) for every \( \Lambda_k \neq \phi \). So we have \( f(U, C, D) \cap (\land \Lambda) = \land (\lor c_{ij}) \land (\land \Lambda) = \land \Lambda \). This implies \( \land \Lambda \neq f(U, C, D) \). Suppose that for every \( k \) we have \( \Lambda_k - X \neq \phi \). Then for every \( k \) one can find \( c_{ij} \in \Lambda_k - X \). By rewritting \( f(U, C, D) = \lor_{k=1}^l c_{ij} \) for \( \phi \), we have \( \land \Lambda \subseteq \lor_{k=1}^l c_{ij} \). So there is \( c_{ij} \) such that \( \land \Lambda \subseteq c_{ij} \). This implies \( c_{ij} \in X \), which is a contradiction. So \( \Lambda_k \subseteq X \) for some \( k_0 \), since both \( X \) and \( \Lambda_k \) are reducts. We have \( X = \Lambda_{k_0} \). Hence \( \text{Red}_D(C) = \{ \Lambda_1; \ldots; \Lambda_l \} \). □

Now we can conclude that \( C \) can be categorized into three parts according to their importance related to the classification: (1) elements in the core of reducts which should be included in every reduct; (2) elements cannot be included in any reduct; (3) elements belong to some but not all reducts. This partition also seems reasonable in the practical viewpoint.
It is worth pointing out that the proposed idea in this paper is not only limited to Gaussian kernels, but also applicable to all kernels mapping to the unit interval with 1 in its diagonal. We can develop fuzzy rough sets and consider attribute reduction with this kind of kernels. However, different kernels may have different techniques to perform attribute reduction. For example, we employ the algebraic product $T_{\mu}(x, y) = x \cdot y$ as the aggregation operator for Gaussian kernels, and in the existing attribute reducts [3,10,16–23,41,50] $t$-norm Min is employed as aggregation operator for fuzzy Min – similarity relations, this difference may lead to different formulation of discernibility matrices. In addition, since a kernel plays the same role as a similarity measure in both attribute reduction and kernel trick, we suggest to use the same kernel when attribute reduction is employed as a preprocessing step of kernel trick.

4. Experiments and comparisons

In this section we will design an algorithm to compute reducts; we will also perform attribute reduction as a preprocessing step for Gaussian kernel support vector machines in order to test the effectiveness of the proposed work.

<table>
<thead>
<tr>
<th>Data</th>
<th>Samples</th>
<th>Features</th>
<th>Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Credit</td>
<td>690</td>
<td>15</td>
</tr>
<tr>
<td>2</td>
<td>Heart</td>
<td>270</td>
<td>13</td>
</tr>
<tr>
<td>3</td>
<td>Hepatitis</td>
<td>155</td>
<td>19</td>
</tr>
<tr>
<td>4</td>
<td>Horse</td>
<td>368</td>
<td>22</td>
</tr>
<tr>
<td>5</td>
<td>Iono</td>
<td>351</td>
<td>34</td>
</tr>
<tr>
<td>6</td>
<td>Sonar</td>
<td>208</td>
<td>60</td>
</tr>
<tr>
<td>7</td>
<td>Wine</td>
<td>178</td>
<td>13</td>
</tr>
<tr>
<td>8</td>
<td>Wpbc</td>
<td>198</td>
<td>33</td>
</tr>
</tbody>
</table>

Fig. 1. Variation of size of selected features and corresponding classification performance (sonar).

Fig. 2. Variation of size of selected features and corresponding classification performance (wine).
4.1. Algorithm design and complexity analysis

The algorithm by discernibility matrix is helpful to find all the reducts of the dataset, but the time complexity to find all the reducts increases exponentially with the number of attributes $O(|U|^2 \times 2^{|C|})$ [40], where $|U|$ is the size of the universe, $|C|$ is the number of conditional attributes.

In real applications, it is not necessary to find all the reducts. It is enough to address the real problem by using one of the reducts. In the following we provide a heuristic algorithm to find a reduct.

**Input:** $(U, C, D)$, $\text{Reduct} = \{\}$

**Step 1:** Compute the similarity relation of the set of all condition attributes: $R^0_C$;

**Step 2:** Compute $\text{Pos}_C(D) = \bigcup_{i=1}^{|C|} R^i_C(D)$;

**Step 3:** Compute $c_{ij}$ by its definition in Section 3;

**Step 4:** Compute $\text{Core}_D(C) = \{Q_{ij} \subseteq C : Q_{ij} = \cap \{P : \cap P \in c_{ij}, i, j = 1, 2, \ldots, m\};$ Delete those $c_{ij}$ with nonempty overlap with $\text{Core}_D(C)$;

**Step 5:** Let $\text{Reduct} = \text{Core}_D(C)$;

**Step 6:** Add the element $a$ whose frequency of occurrence is maximum in all $c_{ij}$ into $\text{Reduct}$; and delete those $c_{ij}$ with nonempty overlap with $\text{Reduct}$;

**Step 7:** If there still exist some $c_{ij} \neq \phi$, go to Step 6; Otherwise, go to Step 8;

**Step 8:** If $\text{Reduct}$ is not independent, delete the redundant elements in $\text{Reduct}$;

**Step 9:** Output $\text{Reduct}$.

The computational complexity of this algorithm is $O(|U|^2 \times |C|)$.

4.2. Experimental analysis

In this subsection, we will perform experiments to examine effectiveness of our idea. We select Gaussian kernel SVM as a classifier to validate the quality of the features selected by our technique.

Eight datasets are downloaded from UCI machine learning repository [33], described in Table 1.

First, we consider the impact of parameters on feature selection. We set $\sigma$ from 0.1 to 0.4 with step 0.03. In the meanwhile, $\epsilon$ is set as 0.01 to 0.1 with step 0.01. With these parameters, we can get 100 subsets of attributes and the corresponding classification performance. We perform experiments on data sets sonar and wine. The results are shown in Figs. 1 and 2, where the x-axis is $\sigma$ and y-axis is $\epsilon$.

As the objective of feature selection is to find a minimal subspace which has good classification performance, so it is expected that the size of the selected feature is relatively small and the corresponding classification performance is good enough. We can see from the above results that [0.1,0.2] and [0.01,0.02] are proper value domains for $\sigma$ and $\epsilon$, respectively.

<table>
<thead>
<tr>
<th>Data</th>
<th>Raw data</th>
<th>KFRS</th>
<th>CFS</th>
<th>NRS</th>
<th>RS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credit</td>
<td>15</td>
<td>12</td>
<td>8</td>
<td>12</td>
<td>11</td>
</tr>
<tr>
<td>Heart</td>
<td>13</td>
<td>11</td>
<td>10</td>
<td>12</td>
<td>0</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>19</td>
<td>12</td>
<td>6</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>Horse</td>
<td>22</td>
<td>8</td>
<td>7</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>Iono</td>
<td>34</td>
<td>20</td>
<td>4</td>
<td>18</td>
<td>8</td>
</tr>
<tr>
<td>Sonar</td>
<td>60</td>
<td>9</td>
<td>9</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>Wine</td>
<td>13</td>
<td>8</td>
<td>5</td>
<td>9</td>
<td>4</td>
</tr>
<tr>
<td>Wpbc</td>
<td>33</td>
<td>13</td>
<td>3</td>
<td>10</td>
<td>7</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data</th>
<th>Raw data</th>
<th>KFRS</th>
<th>CFS</th>
<th>NRS</th>
<th>RS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Credit</td>
<td>81.44 ± 7.18</td>
<td>85.63 ± 18.5</td>
<td>85.48 ± 18.5</td>
<td>85.48 ± 18.5</td>
<td>85.48 ± 18.5</td>
</tr>
<tr>
<td>Heart</td>
<td>81.11 ± 7.50</td>
<td>85.93 ± 6.25</td>
<td>84.44 ± 6.00</td>
<td>83.33 ± 6.59</td>
<td>–</td>
</tr>
<tr>
<td>Hepatitis</td>
<td>83.50 ± 5.35</td>
<td>90.83 ± 6.54</td>
<td>91.50 ± 6.40</td>
<td>89.00 ± 4.46</td>
<td>85.00 ± 7.24</td>
</tr>
<tr>
<td>Horse</td>
<td>72.30 ± 3.63</td>
<td>91.84 ± 4.05</td>
<td>90.76 ± 4.82</td>
<td>87.24 ± 3.61</td>
<td>89.11 ± 4.45</td>
</tr>
<tr>
<td>Iono</td>
<td>93.79 ± 5.08</td>
<td>95.19 ± 4.03</td>
<td>87.84 ± 5.39</td>
<td>87.26 ± 6.06</td>
<td>83.30 ± 5.97</td>
</tr>
<tr>
<td>Sonar</td>
<td>85.10 ± 9.49</td>
<td>87.50 ± 6.89</td>
<td>76.52 ± 7.10</td>
<td>74.05 ± 7.60</td>
<td>–</td>
</tr>
<tr>
<td>Wine</td>
<td>98.89 ± 2.34</td>
<td>98.89 ± 2.34</td>
<td>95.49 ± 3.54</td>
<td>97.22 ± 2.93</td>
<td>95.00 ± 4.10</td>
</tr>
<tr>
<td>Wpbc</td>
<td>77.37 ± 7.73</td>
<td>81.89 ± 5.71</td>
<td>76.32 ± 3.04</td>
<td>80.37 ± 5.33</td>
<td>78.37 ± 5.06</td>
</tr>
</tbody>
</table>
We can see that the classification accuracies of the reduced data are relatively high and the sizes of the reduced data are small if we let $\sigma$ and $\varepsilon$ take values in these domains, respectively.

Now we compare the number of the selected features and classification performances of the reducts, shown in Tables 2 and 3, where reduct is computed by the proposed algorithm and the classification performances of reducts are attained with Gaussian kernel SVM based on the 10-fold cross validation technique and Gaussian kernel SVM is implemented with osu_svm3.00 toolbox. $\delta$ and $\varepsilon$ are specified as 0.1 and 0.02, respectively.

Now we analyze experimental results in Tables 2 and 3. Compared with the raw data, we see that (i) among the 8 data sets, our proposed attribute reduction method performs well on six data sets: hepatitis, horse, wpbc, anneal, iono, sonar and wine. For these six data sets, numbers of attributes greatly decrease after reduction compared with the raw data, and performances of classifier (SVM) are improved distinctly. This implies our proposed attribute reduction method can really delete redundant attributes from these data sets; (ii) for data sets credit and heart, few attributes are deleted, and improvements of performances of classifier are not significant. However, this may due to that there are less redundant attributes in these two data sets since the original numbers of attributes in these two data sets are few.

In order to compare the proposed techniques with the existing one, we use neighborhood rough set approach (NRS) [18] and correlation based feature selection (CFS) [14] on these data sets. These techniques can deal with numerical features directly. From Tables 2 and 3, we can also see that fuzzy rough sets are better than other algorithms in most cases. In addition, we also introduce the classical rough set technique to select features with a forward greedy search strategy, denoted by RS. As to datasets heart and sonar, no feature is returned. This phenomenon has been mentioned in the previous work as any single feature produces the dependency of zero. So the algorithm stops here.

In addition, we gather six cancer recognition tasks outlined in Table 4. The numbers of features are much more than the numbers of samples in these tasks. The detailed description about these tasks can be gotten from the webpage (http://www.gems-system.org/). Overfitting is the most important challenge in gene classification. Attribute reduction may help overcome this problem. We perform attribute reduction based on techniques of neighborhood rough sets and fuzzy rough sets, respectively. The results are presented in Tables 5 and 6. We see that most of candidate genes are removed from classification learning and only a few genes are selected. Moreover, the genes selected by FRS are a little more than that by NRS; however; the classification performance is greatly improved by FRS compared with the raw data and those selected by NRS. These results show fuzzy rough sets are useful in gene selection for cancer recognition.

<table>
<thead>
<tr>
<th>Table 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gene expression data sets.</td>
</tr>
<tr>
<td>Data</td>
</tr>
<tr>
<td>Leuk1</td>
</tr>
<tr>
<td>Leuk2</td>
</tr>
<tr>
<td>SRBCT</td>
</tr>
<tr>
<td>Breast</td>
</tr>
<tr>
<td>Lung2</td>
</tr>
<tr>
<td>DLBCL</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of the features selected.</td>
</tr>
<tr>
<td>Data</td>
</tr>
<tr>
<td>Breast</td>
</tr>
<tr>
<td>DLBCL</td>
</tr>
<tr>
<td>Leukemia1</td>
</tr>
<tr>
<td>Leukemia2</td>
</tr>
<tr>
<td>Lung2</td>
</tr>
<tr>
<td>SRBCT</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy of the selected genes.</td>
</tr>
<tr>
<td>Data</td>
</tr>
<tr>
<td>Breast</td>
</tr>
<tr>
<td>DLBCL</td>
</tr>
<tr>
<td>Leukemia1</td>
</tr>
<tr>
<td>Leukemia2</td>
</tr>
<tr>
<td>Lung2</td>
</tr>
<tr>
<td>SRBCT</td>
</tr>
</tbody>
</table>
5. Conclusion and future work

Fuzzy rough sets are a hot topic in granular computing. In this paper we introduce Gaussian kernel into fuzzy rough sets for computing fuzzy similarity relation and develop a novel method of attribute reduction with parameter based on the proposed model.

We discuss the structure of subsets of selected attributes with fuzzy discernibility matrix. Attributes can be grouped as three collections according to their importance related to the decision. The main purpose of this paper is to develop attribute reduction with kernel tricks. We use the UCI machine learning data sets and cancer classification tasks to test the proposed technique. The experimental results shows Gaussian kernel based fuzzy rough sets can find good subsets of attributes for classification learning.

Although Gaussian kernel is frequently used, there are also some other kernel functions can be introduced into fuzzy rough sets. We will work on other kernels and develop a set of attribute reduction techniques based on fuzzy rough sets and kernels.
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