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Abstract—Lasso simultaneously conducts variable selection and supervised regression. In this paper, we extend Lasso to multiple output prediction, which belongs to the categories of structured learning. Though structured learning makes use of both input and output simultaneously, the joint feature mapping in current framework of structured learning is usually applicationspecific. As a result, ad hoc heuristics have to be employed to design different joint feature mapping functions for different applications, which results in the lackness of generalization ability for multiple output prediction. To address this limitation, in this paper, we propose to augment Lasso with output by decoupling the joint feature mapping function of traditional structured learning. The contribution of this paper is three-fold: 1) The augmented Lasso conducts regression and variable selection on both the input and output features, and thus the learned model could fit an output with both the selected input variables and the other correlated outputs. 2) To be more general, we set up nonlinear dependencies among output variables by generalized Lasso. 3) Moreover, the Augmented Lagrangian Method (ALM) with Alternating Direction Minimizing (ADM) strategy is used to find the optimal model parameters. The extensive experimental results demonstrate the effectiveness of the proposed method.
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I. INTRODUCTION

Sparse model [1] is very important in many high dimensional data analysis tasks. The well studied model, Lasso [2], is a popular strategy to simultaneously select features and build regression models. Lasso deals with the problem that one input is associated with a univariate output. However, learning with multiple dimensional output is also a general and important problem. For example, in econometrics [3], we consider predicting the stock prices of several companies based on previous values; in computational biology [4], we aim to predict the gene-expression levels of multiple genes based on a set of single nucleotide polymorphism (SNPs); and so on. All these applications suggest a common underlying problem: predicting multivariate output.

Generally, the outputs (output variables) themselves are often related to each other via some underlying structure. Therefore, constructing models independently for each output variable tends to fail to capture the correlations among different outputs. These correlations are usually critical for many applications. The early work called curds and whey method [5] uses shrinkage techniques in output space to reduce prediction error. The methods in [6], [7] model the correlations among the output space but without sparse assumption. The landmark selection method [8] is a sparse model, which assumes that there exists a small set of landmark variables in the high dimensional output space, and solves this problem in a two-step manner. Note that, most of the previous methods assume that the structure over the output is known as an a priori [4], [9], [10], [11], which limits the generalization ability of these approaches. In this paper, we model the correlations of outputs by decoupling the joint feature mapping under the structured learning framework. More importantly, our method does not need the explicit structure of the output variables, which makes it more general for multiple output prediction.

To address more complex correlations, some nonlinear sparse methods [12], [13], [14], [15] have been proposed. The instance-wise nonlinear Lasso proposed in [12] transforms the original instance by a nonlinear function to handle the nonlinearity. There are also some methods concentrating on the interaction effects [14], [16], unlike the traditional work only considering the main effects. In our work, we use Generalized Lasso [12] to explore the nonlinear dependencies among output variables. Moreover, several optimization techniques [17], [18] have been proposed for sparse learning models. The Augmented Lagrange Multiplier (ALM) based algorithms [19] are faster than the previous state-of-the-art APG (Accelerated Proximal Gradient) based methods [20], [21] and simpler to analyze or implement. Therefore, we make use of the augmented Lagrangian method with Alternating Direction Minimizing (ADM) strategy as our solver.

The key contributions of this paper are highlighted as follows. First, we propose a novel method which extends Lasso for multiple output prediction. Our method decouples the joint feature mapping in the framework of structured learning, resulting in the Output Feature Augmented Lasso (OFA-Lasso). Second, unlike the methods in [8], [22], we model the nonlinear dependencies instead of the linear ones among outputs via Generalized Lasso. Thus, the more general correlations can be explored. Finally, we propose to optimize our model via the effective ALM method. We have conducted extensive experiments on both synthetic and real-world datasets which demonstrate the effectiveness of the proposed method.

II. APPROACH

In this section, we first briefly introduce Lasso in subsection II-A. Then, we review how the nonlinear dependencies between the input and output are addressed in subsection II-B. Afterwards, the output feature augmented Lasso is proposed and the proof of the equivalence between Lasso and the linear output feature augmented Lasso is given in subsection II-C. In subsection II-D, we use the efficient L-BFGS [23] optimization
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\[ \phi(x) = [k(x, x_1), \ldots, k(x, x_n), 1]^T. \]

Therefore, by introducing the kernel function into Lasso, more general correlations between the input and output can be explored. Furthermore, in our OFA-Lasso, the correlations among the output variables themselves are also explored in this manner.

\section*{C. Output Feature Augmented Lasso}

Lasso and Generalized Lasso are promising techniques for univariate output regression. For the multiple output case, a set of training sample pairs \( \{(x_i, y_i)\}_{i=1}^n \) are given, where \( n \) is the size of training set and \( y_i \in \mathbb{R}^d \) is an output with the dimensionality of \( d \). The task is to learn a map function from input \( x \) to output \( y \). A intuitive way to tackle such a problem is to process each output variable independently. In this case, one can learn \( d \) functions \( \{f_j\}_{j=1}^d \) from training data,

\[ \hat{w}^j = \arg\min_{w^j} \sum_{i=1}^n \{L(y_i, \hat{f}_j(x_i, w^j, b^j)) + \lambda^j R(w^j)\} \]

\[ \begin{aligned}
\text{s.t.} & \\
\hat{f}_j(x_i) &= (w^j)^T x + b^j, \quad j = 1, \ldots, d. \end{aligned} \]  

(5)

where \( \hat{w}^j \) and \( b^j \) stand for the model parameter and bias of the \( j \)th model, respectively. \( L(\cdot) \) is the loss function and \( R(\cdot) \) represents the regularization term. It is observed that from Eq. (5), each output is independently predicted without considering the dependencies among different outputs. However, outputs themselves often have certain correlations. Therefore, for the multiple output setting, taking into account both the input and output associatively is of great importance. Based on this observation, we introduce the structured learning [24], [25] fashion to model the input-output associative model which often performs in a search-based way [26],

\[ \hat{y} = \arg\max_y \{w^T \cdot \varphi(x, y)\}, \]

(6)

where \( \varphi \) is the joint feature mapping. Generally, exactly solving the problem is intractable except in limited cases such as the dependency structure among outputs is explicitly known. Accordingly, the structured regression model (see Fig. 1(c)) can be induced as follow,

\[ \hat{f}_j = (w^j)^T \cdot \varphi(x, y) + b^j, \quad j = 1, \ldots, d. \]  

(7)

Although the model takes advantage of the output correlations into account, it is difficult to decide the joint feature mapping \( \varphi \), which is often application-specific [27], [28]. To address this difficulty, we substitute the joint feature mapping \( \varphi(x, y) \) with two independent mapping functions \( \phi(x) \) and \( \psi(y) \), then an input-output associative regression model (see Fig. 1(d)) is obtained,

\[ \hat{f}_j = (w^j)^T \cdot \phi(x) + (v^j)^T \cdot \psi(y^{-j}) + b^j, \quad j = 1, \ldots, d. \]  

(8)
where $y^{-j}$ is the output vector except the $j$th dimension, which means that the current variable to be predicted depends on both the input variables and the other output variables. $u^j$ and $v^j$ are model parameters. For training stage, we can obtain the model parameters by minimizing the following regularized empirical risk,

$$
\{ U, V, b \} = \arg\min_{U^{j}, V^{j}, b^{j}} \sum_{j=1}^{d} \{ L(y^{j}_{j}, \tilde{f}_{j}(x_{i}, y_{i}, u^{j}, v^{j}, b^{j})) + R(u^{j}, v^{j}) \},
$$

with

$$
R(u^{j}, v^{j}) = \lambda^{j} \| u^{j} \|_1 + \beta^{j} \| v^{j} \|_1, \quad j = 1, ..., d.
$$

We rewrite it in the following more compact form,

$$
\arg\min_{U^{j}, V^{j}} \sum_{j=1}^{d} \| y^{j} - Ku^{j} - G^{j} v^{j} \|_2^2 + \lambda^{j} \| u^{j} \|_1 + \beta^{j} \| v^{j} \|_1.
$$

(10)

where similar to the kernel matrix $K$ in Eq. (3), $G^{j}$ is the kernel matrix with $G^{j}_{p,q} = k(y^{j}_{p}, y^{j}_{q}) = \psi(y^{j}_{p})^T \psi(y^{j}_{q})$. Let $u^{j} = (u^{j}_{1}, ..., u^{j}_{n})^T$ and $v^{j} = (v^{j}_{1}, ..., v^{j}_{n})^T$ be the coefficient vectors of the $y^{j}$th basis of $K$ and $G^{j}$, respectively. Here, $\lambda^{j} > 0$ and $\beta^{j} > 0$ are trade-off factors. For simplicity, the trade-off factors $\lambda^{j}$ and $\beta^{j}$ corresponding to different output variables can be set as the same value. The model incorporates the Output variables as Augmented Features into Lasso, therefore we call it OFA-Lasso in this paper.

Note that, the training of the $d$ regression models is decoupled, which makes the parameters of different models can be learned independently. Compared to Lasso, the proposed method learns the regression parameters using both the input and output features in a seamless model. Therefore, OFA-Lasso can explore the correlations among output variables which makes it more suitable for multiple output prediction. In addition, the kernel mapping technique is introduced to our model which makes our model more general and can be used to address the equivalence problem (see proposition II.1).

**Proposition II.1.** Given the linear mapping function $\phi_{l}$ and $\phi_{b}$, the output augmented regression model, i.e., $y^{j} = (u^{j})^T \cdot \phi_{l}(x_{i}) + (v^{j})^T \cdot \phi_{b}(y^{j}_{i-1}) + b^{j}$, is equal to the regression model $y^{j} = (u^{j})^T \cdot x + b^{j}$.

**Proof.** Denote $\theta^{j} = (v^{j}_{1}, ..., v^{j}_{j-1}, -1, v^{j}_{j+1} ..., v^{j}_{d})^T$ where $j = 1, ..., d$, the more compact representation of the output augmented regression model can be rewritten as follow,

$$(\theta^{j})^T \cdot y + (u^{j})^T \cdot x + b^{j} = 0 .$$

Using Gaussian elimination on the linear system equation, we can get the following equation:

$$
Dy = Cx + b ,
$$

where the matrix $D \in \mathbb{R}^{d \times d}$ is a diagonal matrix after appropriate linear transformation. The matrix $C \in \mathbb{R}^{d \times k}$ and vector $b$ are the coefficient matrix of input $x$ and bias vector, respectively. Obviously, each output variable $y^{j}$ is a linear combination of input variables, without any dependency on the output variables.

The above proposition clearly show the equivalence between Lasso and OFA-Lasso when using linear kernels and implies the necessity for setting up nonlinear dependency among output variables by Generalized Lasso.

**D. Prediction**

After obtaining the model parameters with the ALM (Augmented Lagrangian Method) which will be detailed in the next section, we utilize the L-BFGS [23] optimization method to obtain the prediction, which is a limited-memory quasi-Newton method for unconstrained optimization. Our objective function is

$$
\hat{y} = \arg\min_{y} \sum_{j=1}^{d} L(y^{j}_{j}, \tilde{f}_{j}(x_{i}, y_{i}, u^{j}, v^{j}, b^{j}))
$$

$$
= \arg\min_{y} \sum_{j=1}^{d} (y^{j} - (u^{j})^T \cdot \phi(x) - (v^{j})^T \cdot \psi(y^{-j}))^2 .
$$

(11)

We initialize the L-BFGS optimizer with the prediction result given by independent Lasso regression. In our experiments, the initialization improves the accuracy and speeds up the prediction simultaneously, compared to random initialization. The step size is set by linear search satisfying the Wolfe conditions [29] which is used to ensure the fast convergence.

**III. OPTIMIZATION METHOD**

To compute the model parameters, we now focus on solving the following objective functions by decoupling the formula (10) into $d$ independent objective functions, as follow,

$$
\arg\min_{U^{j}, V^{j}} \| y^{j} - Ku^{j} - G^{j} v^{j} \|_2^2 + \lambda^{j} \| u^{j} \|_1 + \beta^{j} \| v^{j} \|_1, \quad j = 1, ..., d.
$$

(12)

This is a least squares loss with $\ell_1$-norm regularized optimization problem, more specially, an unconstrained formulation. Plenty of methods have been developed to address this problem. For the reasons of effectiveness and efficiency, we employ ALM as our solver. However, ALM is an efficient algorithm when the augmented Lagrangian function is easy to be minimized with respect to variables. Since there are two variables $u^{j}$ and $v^{j}$ in our formulation, the objective function is difficult to be minimized. Directly using ALM for our problem is time consuming.

To address above problem and inspired by the Alternating Direction Minimizing (ADM) strategy [30], we approximately solve it in the manner of minimizing the variables once at a time, which makes the ALM tractable for our objective function. The efficiency of our method is similar as that of the ALM. To adopt the ADM strategy to our problem, we need to make our objective function separable. We thus introduce two auxiliary variables $p^{j}$ and $q^{j}$ to replace $u^{j}$ and $v^{j}$ in the second and third terms of the objective function (12), respectively. Accordingly, $p^{j} = u^{j}$ and $q^{j} = v^{j}$ are two additional constraints. As a result, the formulation of the problem (12) turns out to be,

$$
\arg\min_{U^{j}, V^{j}} \| y^{j} - Ku^{j} - G^{j} v^{j} \|_2^2 + \lambda^{j} \| p^{j} \|_1 + \beta^{j} \| q^{j} \|_1
$$

$$
s.t. \quad p^{j} = u^{j}, \quad q^{j} = v^{j} .
$$

(13)
Therefore, the corresponding augmented Lagrangian function is given as follows,
\[
\mathcal{L}_\mu(u^j, v^j, p^j, q^j, Z^j, Q^j) = \|y^j - Ku^j - G^j v^j\|_F^2 + \lambda\|p^j\|_1 + \beta\|q^j\|_1 + \mu\|\dot{u}^j - u^j\|_F^2 + \langle Z^j, p^j - u^j \rangle + \frac{\mu}{2}\|q^j - v^j\|_F^2 + \langle Q^j, q^j - v^j \rangle, \tag{14}
\]
where \(Z^j\) and \(Q^j\) are Lagrange multipliers, \(\mu\) is a positive penalty factor, \(< \cdot, \cdot >\) denotes the matrix inner product, and \(\| \cdot \|_F\) represents the Frobenius norm.

The ADM updates all the variables as follows:
\[
u^j_{k+1} = \arg \min \mathcal{L}_{\mu_k}(u^j, v^j, p^j, q^j, Z^j, Q^j) = \arg \min \|y^j - Ku^j - G^j v^j\|_F^2 + \mu\|u^j - \dot{u}^j\|_F^2 + \langle Z^j, p^j - u^j \rangle + \frac{\mu}{2}\|q^j - v^j\|_F^2 + \langle Q^j, q^j - v^j \rangle, \tag{15}\]
\[
v^j_{k+1} = \arg \min \mathcal{L}_{\mu_k}(u^j, v^j, p^j, q^j, Z^j, Q^j) = \arg \min \|y^j - Ku^j - G^j v^j\|_F^2 + \frac{\mu}{2}\|p^j - u^j\|_F^2 + \langle Z^j, p^j - u^j \rangle + \frac{\mu}{2}\|q^j - v^j\|_F^2 + \langle Q^j, q^j - v^j \rangle, \tag{16}\]
\[
p^j_{k+1} = \arg \min \mathcal{L}_{\mu_k}(u^j, v^j, p^j, q^j, Z^j, Q^j) = \arg \min \lambda\|p^j\|_1 + \frac{\mu}{2}\|p^j - u^j\|_F^2 + \langle Z^j, p^j - u^j \rangle + \frac{\mu}{2}\|q^j - v^j\|_F^2 + \langle Q^j, q^j - v^j \rangle, \tag{17}\]
\[
q^j_{k+1} = \arg \min \mathcal{L}_{\mu_k}(u^j, v^j, p^j, q^j, Z^j, Q^j) = \arg \min \beta\|q^j\|_1 + \frac{\mu}{2}\|q^j - \dot{v}^j\|_F^2 + \langle Q^j, q^j - \dot{v}^j \rangle + \frac{\mu}{2}\|u^j - \dot{u}^j\|_F^2 + \langle Z^j, u^j - \dot{u}^j \rangle + \frac{\mu}{2}\|p^j - \dot{p}^j\|_F^2 + \langle Z^j, p^j - \dot{p}^j \rangle + \frac{\mu}{2}\|q^j - \dot{q}^j\|_F^2 + \langle Q^j, q^j - \dot{q}^j \rangle, \tag{18}\]
where \(\rho > 1\) is the amplification coefficient of penalty factor \(\mu\). Fortunately, for the subproblems (15)-(18), each has a simple closed form solution, and hence can be solved efficiently.

The solutions are shown in Algorithm 1, respectively. \(\mathcal{S}_\epsilon[\cdot]\) denotes the shrinkage operator, the definition of which on scalars is: \(\mathcal{S}_\epsilon[x] = \text{sgn}(x) \max(|x| - \epsilon, 0)\). The extension of the shrinkage operator to vectors and matrices is applied in element-wise manner. The procedure of solving (12) has been summarized as Algorithm 1. The algorithm is stopped when \(\|p_{k+1}^j - u_{k+1}^j\|_F^2 \leq \delta\max(\|p_k^j\|_F^2, \|u_k^j\|_F^2)\) and \(\|q_{k+1}^j - v_{k+1}^j\|_F^2 \leq \delta\max(\|q_k^j\|_F^2, \|v_k^j\|_F^2)\) with \(\delta = 10^{-7}\) or the maximal number of iterations is reached.

\[\textbf{Algorithm 1: The optimization algorithm of (12)}\]
\[
\text{Input: } y; K; G^j; \lambda > 0; \beta > 0; \\
\text{Initialization: } u_0^j = v_0^j = p_0^j = q_0^j = 0; Z_0^j = Q_0^j = 0; \\
\mu_0 > 0; \rho > 1; k = 0; \\
\text{while not converged} \text{ do} \\
\quad u_{k+1}^j = (2K^T K + \mu_k I)^{-1}(2(K)^T y^j - 2K^T G^j v_k^j + \mu_k p_k^j + Z_k^j) \\
\quad v_{k+1}^j = (2(G^j)^T G^j + \mu_k I)^{-1}(2(G^j)^T y^j - 2(G^j)^T K u_k^j + \mu_k q_k^j + Q_k^j) \\
\quad p_{k+1}^j = S_\frac{\mu}{\delta} u_{k+1}^j - Z_k^j \\
\quad q_{k+1}^j = S_\frac{\mu}{\delta} v_{k+1}^j - Q_k^j \\
\quad Z_{k+1}^j = Z_k^j + \mu_k (p_{k+1}^j - u_{k+1}^j) \\
\quad Q_{k+1}^j = Q_k^j + \mu_k (q_{k+1}^j - v_{k+1}^j) \\
\quad k = k + 1; \\
\text{end} \\
\text{Output: } \text{Optimal solution } (u^j^*, v^j^*, p^j^*, q^j^*)\]

exploiting the nonlinear correlations among outputs, and utilize two real-world datasets to validate the better performance in practical applications. The synthetic data is generated according to different correlation functions explicitly, which can be used to validate the ability in exploring various correlations.

The real-world datasets correspond to two different applications: digit reconstruction and stock-price prediction. For the USPS [32] and (S&P 500) data, training samples with different sizes and different output dimensionalities are chosen respectively to test the robustness of our method.

**Compared Approaches:** First, our main contribution is using output features to augment Lasso, thus we choose Lasso [2] as the baseline to validate the effectiveness of using outputs as augmented features. Second, for employing the kernel technique to deal with the generalized correlations in our approach, we choose GLasso (Generalized Lasso) [12] as the second comparison, which also utilizes the kernel technique. Finally, to test the effect in exploiting the output correlations, we compare our method with MtLasso (Multi-task Lasso) [22], which also extends Lasso to multiple output regression by exploiting the output correlations implicitly.

**Features:** To verify the robustness of our approach in terms of different features, we use two types of features, i.e., the original input features and the features mapped by kernel function. Specifically, according to the different inputs, our experiments are divided into group-I (original input) and group-II (mapped by kernel). Note that, the output is always mapped by kernel to address the equivalence problem.

**Evaluation Metric:** We use the Mean Absolute Error (MAE) to evaluate the performance of prediction,
\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} \sum_{j=1}^{d} |y_{ij} - \hat{y}_{ij}|, \\
\] where \(n\) and \(d\) are the size of test dataset and dimensionality of output, respectively. \(\hat{y}_{ij}\) and \(y_{ij}\) correspond to the prediction and the true value, respectively.

In this paper, the Gaussian kernel is used for both input

IV. EXPERIMENTAL RESULTS

A. Experimental Settings

**Datasets:** Similar to other works [8], [31], we conduct our experiments on synthetic datasets and real-world datasets to verify the effectiveness of our approach. We utilize the synthetic datasets to test the ability of our method in
TABLE I. RESULTS OF MAE ± standard deviation on simulation data. The subindex *1,2 implies the different groups of functions.

<table>
<thead>
<tr>
<th>Method</th>
<th>Lasso</th>
<th>MiLasso-I</th>
<th>OFA-Lasso-I</th>
<th>GLasso</th>
<th>MiLasso-II</th>
<th>OFA-Lasso-II</th>
</tr>
</thead>
<tbody>
<tr>
<td>sin(x)₁</td>
<td>0.0401±0.0004</td>
<td>0.0351±0.0002</td>
<td>0.0325±0.0004</td>
<td>0.2588±0.0013</td>
<td>0.2593±0.0023</td>
<td>0.2334±0.0014</td>
</tr>
<tr>
<td>(1/x)₁</td>
<td>0.0649±0.0012</td>
<td>0.0644±0.0007</td>
<td>0.0605±0.0003</td>
<td>0.3049±0.0007</td>
<td>0.3546±0.0006</td>
<td>0.2702±0.0002</td>
</tr>
<tr>
<td>exp(x)₁</td>
<td>0.1211±0.0001</td>
<td>0.1210±0.0001</td>
<td>0.1210±0.0002</td>
<td>0.5132±0.0016</td>
<td>0.7995±0.0016</td>
<td>0.4953±0.0021</td>
</tr>
<tr>
<td>sin(x)₂</td>
<td>0.0696±0.0017</td>
<td>0.0649±0.0005</td>
<td>0.0608±0.0007</td>
<td>0.2834±0.0011</td>
<td>0.3082±0.0002</td>
<td>0.2536±0.0002</td>
</tr>
<tr>
<td>(1/x)₂</td>
<td>0.1396±0.0011</td>
<td>0.1349±0.0009</td>
<td>0.1308±0.0012</td>
<td>0.3609±0.0004</td>
<td>0.4220±0.0020</td>
<td>0.3325±0.0009</td>
</tr>
<tr>
<td>exp(x)₂</td>
<td>0.2483±0.0002</td>
<td>0.2237±0.0001</td>
<td>0.2433±0.0003</td>
<td>0.8237±0.0021</td>
<td>1.2623±0.0012</td>
<td>0.8135±0.0013</td>
</tr>
</tbody>
</table>

TABLE II. RESULTS OF MAE ± standard deviation on the USPS data set with different size(n) of training set.

<table>
<thead>
<tr>
<th>Method</th>
<th>n = 100</th>
<th>Lasso</th>
<th>MiLasso-I</th>
<th>OFA-Lasso-I</th>
<th>GLasso</th>
<th>MiLasso-II</th>
<th>OFA-Lasso-II</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.4189±0.0019</td>
<td>0.4664±0.0013</td>
<td>0.4023±0.0009</td>
<td>0.4273±0.0021</td>
<td>0.4736±0.0010</td>
<td>0.4165±0.0012</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.4219±0.0012</td>
<td>0.4289±0.0008</td>
<td>0.4017±0.0005</td>
<td>0.4257±0.0020</td>
<td>0.4229±0.0027</td>
<td>0.4216±0.0019</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.4084±0.0022</td>
<td>0.3982±0.0015</td>
<td>0.3827±0.0003</td>
<td>0.3658±0.0008</td>
<td>0.3671±0.0013</td>
<td>0.3571±0.0024</td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.3815±0.0013</td>
<td>0.3825±0.0008</td>
<td>0.3746±0.0016</td>
<td>0.3443±0.0006</td>
<td>0.3486±0.0009</td>
<td>0.3363±0.0011</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 2. Performance on the USPS. (a): Prediction error (MAE) with training size of 100 versus 10 runs; (b): Prediction error (MAE) with training size of 200 versus 10 runs.

B. Experiments on Synthetic Data

Firstly, we use the synthetic data to evaluate the performance of the our method. The dimensionalities of input and output are k = 500 and d = 3, respectively. The true sparsity pattern and the correlations of output variables are given. There are two groups of correlation functions corresponding to different numbers of correlated output variables. It is shown as follows:

\[ y^{(j)} = \alpha \cdot (w^{i})^T x + f(y^{(k)}) , \]

\[ y^{(j)} = \alpha \cdot (w^{i})^T x + f(y^{(k)}) + f(y^{(l)}) , \]

where \( \alpha \) is used to tradeoff the effect between input and output, which is set as 1 in our experiments. \( f(\cdot) \) stands for one of the following functions:

\[ y^{(j)} = \sin(y^{(k)}) , \quad y^{(j)} = \exp(y^{(k)}) , \quad y^{(j)} = 1/(y^{(k)}) . \]

Therefore, six different nonlinear functions (combinations with two groups of correlations and three types of specific functions) are used to model the different correlations in the output space. Accordingly, six groups of high dimensional data are generated using a standard linear model. Specifically, for each data associated with a specific correlation, we generate \( n = 1000 \) observations. Each dimension is independently sampled from a uniform distribution on the \([0, 1]\) interval. First, a random positive matrix \( X \in \mathbb{R}^{n \times k} \) acting as the input matrix set is generated. Then, the output \( Y \in \mathbb{R}^{n \times d} \) corresponding to the input matrix \( X \) is computed according to different parameters \( \omega^{l} \). The parameters with unified sparsity of \( s = 5 \) nonzero coefficients are generated randomly from 0 to 1. We split the simulated data to the train (200)/test (800) sets.

We repeat the experiments 10 times to randomly generate synthetic data and report the average MAE. The performance of different methods on different synthetic datasets is shown in Table I. For both group-I and group-II, our approach has smaller prediction error on almost all datasets compared to Lasso and GLasso. Note that the performance of all the methods in the group-II is significantly worse than the group-I. The reason is that the dependencies between the input and output are linear in nature according to the correlation functions. Thus preserving the linear dependencies (as in group-I) is more reasonable for the synthetic data. However, the OFA-Lasso archives better result in both groups. It is interesting that our method outperforms the other methods significantly in group-II. The main reason is that when the effect of the input is weakened, exploiting the correlations of output will play a more important role. The results on synthetic data demonstrate that adopting the output features is reasonable when the dependencies in the output space indeed
exist. Moreover, the performance shows the robustness of our method with different types of correlations among the output dimensions.

C. Experiments on Real-world Data

We also conduct experiments on two real-world datasets. For the USPS, we consider the reconstruction task of the handwriting digits. Given the outer 240 pixel values of a digit image, we aim to predict the 16 pixels that are in the center of the image [6], [33]. We use 2-fold cross validation to select the tradeoff parameters $\lambda$ and $\beta$, taking 1000 samples from training set as the validation data. From the left training set, we randomly select 100, 200, 500, 1000 samples as our training data and evaluate the performance on the whole test set. For each size of training samples, we take 10 runs on the different training data randomly selected, and report the average MAE and standard deviation in Table II.

The performance of each run with training data size $n = 100$ and $n = 200$ can be found in Figure 2. Note that, with the increasing size of training samples, the performance of each method is improved. In all cases our method outperforms the Lasso/GLasso and MtLasso. Although the kernel mapping of input does not always work well in all cases, our method can improve the performance in the both cases (with or without kernel mapping). Furthermore, it is observed that when the size of training samples is 100, our method outperforms the others more significantly. This demonstrates that our method works relatively well under the condition of limited training data. The performance demonstrates the effectiveness of our method with different sizes of training samples.

For the S&P 500 dataset which consists of closing stock prices of 500 companies from August 21, 2009 to June 8, 2010 (200 entries in total, 150 for training and 50 for testing), we randomly select 200 companies at time $t$ as input and the first $k$ (in the set $\{16, 32, 48, 64\}$) companies at time $t$ as output for simplicity. We run 10 times and report the mean result in Table III. Our approach achieves the relatively good prediction compared to the other methods. OFA-Lasso outperforms the others significantly in group II. This may be caused by that the mapped input features cannot fit the output as well as the original features, then the effect of the augmented outputs becomes more prominent. The performance demonstrates the effectiveness of our method with different dimensionalities of output.

We evaluate the performance of OFA-Lasso with various conditions and compare it to several most related sparse approaches. Our method performs reasonably well on both synthetic and real-world datasets. Specially, almost on every dataset, our approach is with the smallest test error. It implies that each output can be fitted more precisely with the other outputs as augmented feature. It is consistent with the motivation of this work in theory. Please note that, as the MAE (Mean Absolute Error) of all methods is relatively small, our method significantly outperforms other methods. Although the absolute improvement might be small, the percentage is rather high. For example, the improvement from 0.0401 to 0.0325 is about 20% (first row of Table I). To further demonstrate the significance of the performance improvement, we have done the Student’s t-test of our results at the $(100+\alpha)\%$ significance level. In the experiment, the results on 22 out of 28 groups of t-test are all 1, which means our method being better than those of other methods is correct with the probability of $1-\alpha = 0.9999$.

V. CONCLUSION

We have proposed a novel sparse method for predicting the multiple, mutually dependent output variables. We call it Output Feature Augmented Lasso (OFA-Lasso). It models the correlations among the outputs by kernel functions to explore complex dependencies. Unlike mostly structured sparse methods which are application-dependent, our model does not require the output structure as an a priori. Instead, it learns the structure from the data directly. Thus, it is more generalized in application. Extensive experimental results demonstrate the effectiveness of the proposed method. Future work includes a detailed analysis to characterize the improvements of the proposed methods over competing sparse models and probing more efficient optimization methods for prediction. On the other hand, the results in this paper raise several interesting questions and following up directions. First, a detailed analysis is required to characterize the improvements of the proposed methods over competing sparse models and probing more efficient optimization methods for prediction. On the other hand, the results in this paper raise several interesting questions and following up directions. First, a detailed analysis is required to characterize the improvements of the proposed methods over competing sparse models and probing more efficient optimization methods for prediction. Second, the other optimization methods, such as adaptive-Lasso [34] and Foba [31] for sparse models should be analysis in detail for our model. Last but not least, inspired by the work in [35], [36], [37], extending our approach to multi-label task is very interesting and will be our future work.
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